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Abstract 
This paper explores the feasibility of constructing an integrated framework for feature inference and compensation (FIC) in text classification. In this framework, feature inference is to devise intelligent pre-fetching mechanisms that allow for prejudging the candidate class labels to unseen documents using the category information linked to features, while feature compensation is to revise the current accepted feature set by learning new or removing incorrect feature values through the classifier results. The feasibility of the novel approach has been examined with SVM classifiers on Chinese Library Classification (CLC) and Reuters-21578 dataset. The experimental results are reported to evaluate the effectiveness and efficiency of the proposed FIC approach. 
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1. Introduction
Text classification (TC), the task of automatically placing pre-defined labels on previously unseen documents, is of great importance in the field of information management. Due to the key properties of texts, such as high-dimensional feature space, sparse document vectors and high level of redundancy, feature engineering has become in the limelight in TC classifier learning. Usually Feature engineering in TC research focuses on two aspects: feature extraction and selection. Feature extraction aims to represent examples more informatively, while feature selection identifies the most salient features in the corpus data. However, most of the work pays little attention to mining the inference power of feature to category identities. And once the initial feature set is obtained by existing feature engineering, it seldom changes and doesn’t support on-line feature learning during model learning and classifying.
In particular, this paper presents an integrated framework for compensating the deficiency of feature engineering. This framework, which focuses on a term-goodness criterion for initial feature set and optimizes it iteratively through the classifier outputs, is based on two key notions: feature inference and compensation (FIC).
Notion 1: (Feature Inference) Due to the Bag-Of-Word(BOW) method of text representation, the concept of categories is formed around clusters of correlated features, while an text with many features characteristic of a category is more likely to be a member of that category. Thus the features can have good inference powers to category identities. The concept of feature inference is introduced to devise intelligent pre-fetching mechanisms that allow for prejudging the candidate class labels to unseen documents using the category information linked to features.
Notion 2: (Feature Compensation) Due to obtaining labeled data is time-consuming and expensive, so the training corpus in TC is always incomplete or sparse, which means that the initial feature set obtained is not consummate and needs to be compensated. The concept of feature compensation is to revise the current accepted feature set by learning new or removing incorrect feature values through the classifier result to support on-line feature learning.
Through feature inference, we can classify the unseen documents in a refined candidate class space to produce more accurate results. And with feature compensation, the accepted feature set is revised by a step wise refinement process. Experiments on a substantial corpus showed that this approach can provide a faster method with higher generalization accuracy.
The rest of the paper is organized as follows: In Section 2 we give a brief discussion on related works; Section 3 describes the recapitulate fundamental properties of the FIC framework, and then feature inference and compensation strategy are discussed; Section 4 gives the description about experiments and evaluations. Finally, conclusion and future work are presented in Section 5.
2. Related Work
Many research efforts have been made on feature engineering for TC under the feature extraction and selection, but seldom have done on the feature inference and compensation.
Feature extraction explores the choice of a representation format for text. The “standard” approach uses a text representation in a word-based “input space”. In this representation, there is a dimension for each word and a document is then encoded as a feature vector with word TFIDF weighting as elements. Also considerable research attempts to introduce syntactic or statistical information for text representation. But these methods have not demonstrated the obvious advantage. Lewis(D.D.Lewis 1992) first reported that, in a Naive Bayes classifier, syntactic phrase yields significantly lower effectiveness than standard word-based indexing. And Dumais(Susan Dumais, Platt et al. 1998) showed that the standard text representation was at least as good as representations involving more complicated syntactic and morphological analysis. Lodhi(H. Lodhi, Saunders et al. 2002) focuses on statistical information of texts and presents string kernels to compare documents by the substrings they contain. These substrings do not need to be contiguous, but they receive different weighting according to the degree of contiguity. Fürnkranz(Furnkranz and Johannes 1998) uses an algorithm to extract n-grams features with the length up to 5. On Reuters-21578 he has found that Ripper has an improvement in performance when n-grams of length are 2, but longer n-grams decrease classification performance. Despite of these more sophisticated techniques for text representation, so far the BOW method still can produces the best categorization results for the well-known Reuters-21578 datasets(Franca Debole and Sebastiani 2005).
Feature selection (FS) research refers to the problem of selecting the subset of features with higher predictive accuracy for a given corpus. Many novel FS approaches, such as filter and wrapper based algorithm(R. Kohavi and John 1997; Ioannis Tsamardinos and Aliferis 2003), were proposed. Filter methods, as a preprocessing step to induction, can remove irrelevant attributes before induction occurs. Typical filter algorithms, including Information Gain (IG), 
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(Chi), Document Frequency (DF) and Mutual Information (MI), are compared and proved to be efficient by Yang(Yiming Yang and Pedersen 1997). But filter approaches do not take into account the biases of the induction algorithms and select feature subsets independent of the induction algorithms. The wrapper method, on the other hand, is defined as a search through the space of feature subsets, which uses the estimated accuracy from an induction algorithm as a goodness measure of a particular feature subset. SVM-REF(I. Guyon, Weston et al. 2002) and SVM-R2W2(J. Weston, Mukherjee et al. 2001) are the two wrappers algorithm for SVM classifier. Wrapper methods usually can provide more accurate solutions than filter methods, but are more computationally expensive since the induction algorithm must be evaluated over with each feature set considered.
Nowadays a new strategy comes into being in feature engineering. For example, Cui (X. Cui and Alwan 2005) proved that feature compensation can reduce the influence of the feature noise effectively by compensating missing features or modifing features to better match the data distributions in signal processing and speech recognition. And psychological experiments also reveal that there is strong causal relations between category and category-associated features(Bob Rehder and Burnett 2005). Since feature and class noises also exist in the text classification task, we infer that these noises may be dealt with by compensating strategy and the causal relation between categories and features. Up to our knowledge now the literature about feature inference and compensation in TC are not seen.
3. Feature Inference and Compensation (FIC)
Both filter and wrapper algorithms evaluate the effectiveness of features without considering its inference power to category identities and once the algorithm finished usually the feature subset are not changeable. This paper presents an integrated framework for feature inference and compensation to solve these two problems. Our integrated framework uses BOW method as text representation and applies a filter algorithm for initial feature selection to provide an intelligent starting feature subset for feature compensation. This section firstly outlines the basic objects in this problem, and then describes the system flowchart under these definitions.
3.1 Basic Objects and Relations
This integrated framework model (M) presents a novel concept of feature inference and compensation by introducing three basic objects like
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. In this model, F refers to the whole feature state set after each feedback is refreshed and f i is the ith feature set after i iteration and f i+1 is the compensated set of f i.
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C represents the whole feedback information set that system collected in each iteration cycle and c i is the ith feedback information set.
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is the feature refreshing function in model M.

[image: image6.wmf]:

FCF

Y´®

                                                     (3)
From this model, it is obvious that the selective feature set is dynamic and changeable, which can be compensated with the feedback information under the 
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3.2 The Integrated Framework
The diagram depicted in Figure 1 shows the overall concept of the proposed framework.
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Fig 1. An abstract diagram showing the concept of the integrated framework
This framework needs one initial step and four iterative steps to modify and improve feature set. In the initial step, a filter algorithm is used to obtain initial candidate feature set automatically. Then the candidate feature set is verified by using statistical measures. Finally the accepted feature set is fed into the model training and TC classifiers to produce the positive and negative classified results, which is used to calibrate the feature set to produce a new candidate feature set. This procedure above will not stop until no new features are learned.
Step 0: Initial Feature Set Preparation
We produce the initial feature candidate set (CF0) from the Chinese words-segmented documents (D) or English word-stemming documents (D). The criterion to rank feature subsets is evaluated by the document frequency (DF) and term within-document frequency (TF) in a class, which is based on the following hypothesis:

A good feature subset is one that contains features highly correlated with (predictive of) the class. The larger the DF and TF values in a class, the stronger relation between the feature and the class. 

Here we define the term-class contribution criterion (Swij) as follows:
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Where fwij=Tij /Lj, Tij is the TF value of feature ti in class j, and Lj is the total number of terms in class j; dwij=dij /Dj, dij refers to the DF value of feature ti in class j, and Dj is the number of documents in class j. 
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 is a smooth factor and is set to 1.0 as default.
Thus we can obtain the initial value of CF0 according to the Swij value. For realizing the feature inference in FIC, some expansion attributes are introduced to the features in CF0. We denoted each feature in selective feature set as a three tuples like
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. Here, t and w represent the term and weight respectively, c refers to label set linked to term t. Each candidate feature term (ti) corresponds to a single word and the infrequent and frequent words appearing in a list of stop words
 are filtered out. The feature value wi is computed as the IDF value of ti, ci refers to the labels linked to the maximal Swij value. Finally the initial value of the set of error text (E0) is set to
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Step 1: Controlling the Candidate Feature Set Errors

This step filters out the errors among the candidate feature sets (CFk) by using statistical measures to construct f k+1. Because some common features unworthy to classifier in CFk may have high Swij values to most classes, we introduce variance mechanism to remove these features. 
Here we define the term-goodness criterion (Imp(ti)) as follows: 
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In formula (6), the variable 
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 in equation is defined as
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. The formula indicates that the larger the Imp(ti) value is, the greater the difference of the feature ti among classes is and the more contributions of the feature to classifier is. The accepted feature set can be obtained by setting a heuristic value φ for threshold.

Step 2: Model Training Based on Feature Set

Then we train TC model with the currently accepted features[image: image17.wmf]1
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. We apply one-against-others SVM to this problem. According to the structural risk minimization principle, SVM can process a large feature set to develop models that maximize their generalization. But SVM only produces an un-calibrated value which is not a probability and this value can’t be integrated for the overall decision for multi-category problem. So a sigmoid function(John C. Platt 1999) is introduced in this model to map SVM outputs into posterior probabilities.
Step 3: A TC Classifier Based on Feature Inference
From the currently accepted feature set
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, we can classify a test document with a feature inference analysis. Let the class space CS be
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, with each Cj represents a single category and there are m categories totally. The existing classifiers always classify the unseen documents in the whole CS. But in fact in the CS space the really relevant categories to an unseen document are limited, and other categories can all be considered to be the noise, so much class noises may be introduced in this way. The feature inference analysis focuses on the feature inference powers to category identities and uses the labels linked to the features in one document to generate a candidate class space CS', which means that only the classifier that shared class label with CS' can be used to perform classification. We can applied the feature inference strategy without considering the difference between important and unimportant sentences to achieve a coarse candidate class space, but it is more advisable to use only the important sentences in the document, because the important sentences are more vital to the documents content identification. This paper also adopts this strategy and considers the title(Qiang Wang, Wang et al. 2005) as the most important sentence to explore the feature inference in the experiment.
If errors occur during the process of classifying, we add the error text to the Ek.
Step 4: Collect Feature Information Based on TC Result
In this section we compensate the feature set based on TC result for the next iteration. The compensation means to extract new candidate features in Ek to remedy the important feature terms that lost in the initial feature selection due to the incomplete or sparse data of the training corpus. We extract these features from the error texts (Ek) by means of the lexical chain method (Regina Barzilay and Elhadad 1997). By considering the distribution of elements in the chain throughout the text, HowNet(ZhenDong Dong and Dong 2003) (mainly refers to the Relevant Concept Field) and WordNet
 (mainly refers to Synonyms and Hyponyms) are used as a lexical database that contains substantial semantic information. Below is the algorithm of constructing lexical chains in one error text.
Algorithm: select the candidate features based on the lexical chains

Input: W – a set of candidate words in Error text
  Output: LC – the candidate compensated features                      
1. Initiation:
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2. Construct the lexical chain: 

Step 1: For each noun or verb word 
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         For each sense of ti
             Compute its related lexical items set Si 
             IF ((Si'=Si∩W) ≠ ø)
             Build lexical chains Li based on Si'
Step 2: For each lexical chains Li
Using formula (7-8) to figure out and rank the Li score

Step 3: For each lexical chains Li
     IF Li is the acceptable lexical chains 
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The strength of a lexical chain is determined by score(Li), which is defined as:
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Where the Length means the number of occurrences of chain members and 
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 refers to the value that the distinct occurrences divided by the length. 

Based on the score(Li), the acceptable lexical chains (ALC) are the strong chains that satisfy below criterion (where
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Once the ALCi are selected, the candidate features can be extracted to form he candidate feature set (CFk).
3.3 The Feature Inference and Compensation Algorithm
Below is the intact FIC algorithm description on training corpus.
Algorithm: Produce the feature set based on feature inference and compensation

Input: D (Chinese words-segmented or English word stemming documents set)
  Output: fk+1 (The final accepted feature set)                                  
Step 0: For each term 
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    For each class j

        Compute the Swij value for term ti 
CF0 = {Ti|Ti(t)∈D}

f0 = Φ  E0 = Φ  k = 0
Step 1: For each 
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IF imp(ti)> φ
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Ti(w) = the IDF value of ti
Ti(c) = the label with the largest value of Swij
Ti(p) = 1 (ti is a noun or a verb) or 0 (others)
Step 2: Train model based on current feature Set

Step 3: For each di∈D
        Generate the candidate class space CS' for di and classify it in CS'
        IF di’s classification is different from its original label
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Step 4: For each
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       Compute the ALCi for ei
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Output fk+1 if 
[image: image33.wmf]1

k

CF

f

+

=


Otherwise: k = k + 1 Goto Step 1

4. Evaluations and Analysis
4.1 Experiment Setting
The experiment regards the Chinese and English text as processing object. The Chinese text evaluation uses the Chinese Library Classification
 (CLC4) datasets as criteria (T and Z are taken no account of). The training and the test corpus (There are 3,600 files separately) are the data used in TC evaluating of the High Technology Research and Development Program (863 project) in 2003 and 2004 respectively. The English text evaluation adopts Reuters-21578 datasets. We followed the Modapte split in which the training (6,574 documents) and test data sets (2,315 documents) are performed on the 10 largest categories(Kjersti Aas and Eikvil 1999).

In the process of turning documents into vectors, the term weights are computed by using a variation of the Okapi term-weighting formula(Tom Ault and Yang 1999). For SVM, we used the linear models offered by SVMlight.

In order to demonstrate the effectiveness of the FIC algorithms in utilizing the category information, four classifiers were used in the experiments:

FIC1 refers to the classifier using feature inference but no feature compensation.

FIC2 refers to the classifier using feature inference and compensation without considering the differences between important and unimportant sentences.

FIC3 refers to the classifier only using document’s title as the vital sentence for feature inference and compensation.

Baseline(Non-FIC) means the classifier without feature inference and compensation.
4.2 Results
4.2.1 Experiment (I): The Effectiveness of Feature Inference in Classifier
The Fig 2-3 plotted the Micro F value of FIC and non-FIC under various feature number on Reuters-21578 and CLC. The x-axis is the value of selected φ and the y-axis is the Micro F value. To verify the technical soundness of FIC, the experiment compares the results of FIC with the traditional outstanding feature selection algorithm, such as Information Gain (IG) and 
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 (CHI), which have been proved to be very effective on Reuters-21578 datasets. 
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 Fig 2. Macro-F measure of FIC and non-FIC vs. various φ values on CLC datasets
	
[image: image36.wmf]0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.76

0.78

0.80

0.82

0.84

0.86

0.88

0.90

0.92

0.94

 

 

Micro - F1 value

f

 value

 

FIC3

 

FIC2

 

FIC1

 

nonFIC

 

IG

 

CHI


Fig 3. Micro-F measure of FIC and non-FIC vs. various φ values on Reuters-21578 datasets


The result shown in Figure 2-3 indicates that both on CLC and Reuters-21578 datasets, non-FIC achieves comparable performance to IG and always obtains higher performance than CHI with different φ values. And we can draw the conclusion that non-FIC is an effective method to text classification. The figure also reveals that the FIC is constantly better than its counterpart selected by non-FIC especially in extremely low dimension space, for instance when the φ value is 0.9 the Micro F1 value of FIC2 are about 4 percent higher than the non-FIC method. But the improvement drops when large numbers of features are used.
Table 1 summarized the run efficiency of both the FIC and the non-FIC approach on two datasets. We use the number of times a classifier is used to evaluate the run efficiency of different algorithms. 
	Number of Times SVM Classifier Used
	SVM Classifier

	
	Non-FIC
	FIC1
	FIC2
	FIC3

	CLC(
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=0.65)
	129,600
	25,356
	54,384
	28,585

	Reuters(
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=0.55)
	23,150
	10,333
	11,542
	10,677


Table 1. The comparison of the run efficiency between non-FIC and FIC on SVM Classifier
The traditional classification methods like non-FIC always perform the categorized decision to unseen text with all of the classifiers, so when assigning n documents to m categories, totally m×n categorized decision may be required. But the feature inference method like FIC1 only use the candidate class space (CS') to perform the categorized decision. Since the number of elements in CS' is much smaller than the ones in CS, it can effectively cut off the class noise and reduce the number of times that classifier is used. Table 1 show that 129,600 and 23,150 SVM classifiers are used in non-FIC, but the number drops to 25,356 and 10,333 in FIC1, with 80.4% and 55.4% fall respectively. 
4.2.2 Experiment (II): The Effectiveness in Exploiting Feature Compensation for TC Task
In order to evaluate the effectiveness of the proposed algorithms in utilizing feature compensation, we compare the FIC2 to FIC1 and non-FIC respectively. The FIC2 run efficiency is also included in Table 1. Figure 4-5 shows the best F measure comparison of FIC vs. non-FIC on the Reuters and CLC (the experiential φ value is 0.65 and 0.55 for CLC and Reuters-21578 respectively).
Firstly, Table 1 shows that the run efficiency of FIC2 drops slightly after employing the feature compensation strategy, but there is still greater decreasing amplitude compared to non-FIC method. Secondly, a detailed examination of the curve in Fig 2-3 shows that the FIC2 method achieves higher Micro F measure than FIC1 in most situations, which indicates that the feature compensation can remedy the feature information lost by feature selection and improve the classifier performance effectively. Furthermore, we also explore the effectiveness of FIC method (FIC3) only using the most important sentence, such as title, in the text. The experiments proved that the FIC3 can yield comparable or higher performance against FIC2 and run efficiency is almost equal to FIC1 method. 
Figure 4 & 5 shows that the FIC results on Reuters dataset is not so obvious as it is on CLC dataset. The language difference might be the reason. Since we use the term normalization method (stemmer) to remove the commoner morphological and inflectional endings from words in English, the informative features become finite and perhaps are obtained in the first several iterations, thus the feature compensation can only obtain the limited income. But the FIC algorithm has still revealed the great advantage in classifier efficiency.
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5. Conclusions
In this paper, an integrated framework for feature inference and compensation is explored. The framework focuses on the feature’s good inference powers to category identities and compensative learning. Our main research findings are:

· The category information of feature word is very important for TC system and the proper use of it can promote the system performance effectively. As showed in Figure 4-5, the FIC1 approach raises the F value about 2.3% on CLC. Analyzing the promotion, we find out it mainly lies in the different class space used in TC classifier. The non-FIC method classifies a document in the whole class space without considering whether the class is a noise, whereas the FIC method classifies a document in a candidate class space by making the best use of category information in the document, thus provides us with better results. 

· The FIC method can support on-line feature learning to enhance the TC system generalization. Through automatic feature compensation learning, the TC system obtains the best experiments results on both the CLC and Reuters-21578 corpus. Meanwhile the Chinese system based on FIC achieves the primacy in 2004 863 TC evaluating on CLC datasets and the English system is also comparable to the best results on Reuters-21578 with SVM(Franca Debole and Sebastiani 2005). 

· The FIC method is flexible and adaptive. When the important sentences can be identified easily, we can only use these sentences to perform feature inference. This paper uses the document title as the key sentence to perform categorized decision and the Micro F value is remarkably promoted to 0.755 on CLC. But in case the title is less informative, the FIC can be restored to FIC1 or FIC2 to maintain the classifying capacity.

Still further research remains. Firstly, this research uses single word as candidate features, which has resulted in losing many valuable domain-specific multi-word terms. So in the future work multi-word recognition should be investigated. Secondly, when lower DF and TF terms appears in one class, it may introduce some features noise in using variance to evaluate the contribution of features among classes, so the solution to the more efficient feature evaluating criterion should continue to be studied. 
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� Stop words are functional or connective words that are assumed to have no information content


� A Lexical Database for the English Language，WordNet - Princeton University Cognitive Science Laboratory，http://wordnet.princeton.edu/


�The guideline of the evaluation on Chinese Text Classification in 2004.  http://www.863data.org.cn/english/2004syllabus_en.php






_1194868840.unknown

_1212909566.unknown

_1212929017.unknown

_1212931905.unknown

_1212932430.unknown

_1212932505.unknown

_1212939969.unknown

_1212932372.unknown

_1212929514.unknown

_1212931825.unknown

_1212911415.unknown

_1212923428.unknown

_1212910545.unknown

_1209192956.unknown

_1209215259.unknown

_1209469897.unknown

_1211266306.bin

_1211266326.bin

_1209223752.unknown

_1209212137.unknown

_1209021989.unknown

_1209192919.unknown

_1194877224.vsd
�

�

�

Model Training �

Train Corpus


Control Feature Set Errors�

Collect Feature Information for compensation�

TC classifier based on Feature inference�

Initial Feature set�

Candidate Information


TC results


Accepted Feature Set



_1207655269.bin

_1207655243.bin

_1194871224.unknown

_1193835815.unknown

_1194868755.unknown

_1194868811.unknown

_1194165104.unknown

_1194698320.unknown

_1194698340.unknown

_1194165405.unknown

_1193835847.unknown

_1193646125.unknown

_1193658965.unknown

_1193558370.unknown

_1162115659.unknown

